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#### Abstract

Symmetries in vakonomic dynamics are discussed. Appropriate notions are introduced and their relationship with previous work on symmetries of singular Lagrangian systems is shown. Some Noether-type theorems are obtained. The results are applied to a class of general optimal control problems and to kinematic locomotion systems. © 2001 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

The existence of symmetries for a dynamical system is of major theoretical and practical importance. In fact, there are plenty of works devoted to develop methods and algorithms to find symmetries for a given problem or to characterize the different types of symmetries it can admit.

A paradigmatic example of the utility of symmetry properties is the Noether's theorem for Hamiltonian systems, which asserts that if one has a certain type of symmetry (called Noether symmetry), then a conservation law for the equations of motion can be directly obtained. The relevance of this result is obvious in the Marsden-Weinstein theorem via the momentum map, where one can reduce the number of degrees of freedom of the system even preserving the symplectic structure.

[^0]In geometric mechanics, there has been a considerable effort on the description of the symmetry properties of general Lagrangian and Hamiltonian systems, even with nonholonomic constraints. A classification of infinitesimal symmetries of a given dynamical system was given in $[30,31]$. Making use of the constraint algorithm [13,14], one can extend many of the results obtained for regular Lagrangian systems to singular Lagrangians [7,19].

In this paper, we focus our attention on symmetries in vakonomic dynamics. A vakonomic system consists of a Lagrangian $L: T Q \rightarrow \mathbb{R}$ on the tangent bundle of an $n$-dimensional configuration manifold $Q$ and a $(2 n-m)$-dimensional submanifold of constraints $M \subseteq T Q$. The point is to extremize the functional defined by the Lagrangian among all the curves $c(t)$ on $Q$ which satisfy the constraints, i.e. $\dot{c}(t) \in M$. This constrained variational problem is the natural setting of many optimization problems encountered in economics, control theory, motion of microorganisms, etc. [16,33,34]. A thorough discussion of the relationship between optimal control problems and constrained variational problems can be found in [4]. We would like to stress that the relevant equations describing the dynamic behaviour of systems subject to general constraints are obtained through Lagrange-d'Alembert principle, which is not a truly variational principle. This gives rise to the so-called nonholonomic mechanics, which has been a field of intensive research in the last years. We use the term "vakonomic dynamics" to refer to the use of typical tools from geometric mechanics (such as the ones described below) in the study of optimization problems subject to constraints, which we feel can bring new insights to these problems [4].

There are several geometric descriptions of the vakonomic problem [6,8,12,20,23]. Some of them are based on the fact that, under certain regularity conditions, the vakonomic equations of motion can be obtained as the Euler-Lagrange equations for an extended Lagrangian $\mathcal{L}: T\left(Q \times \mathbb{R}^{m}\right) \rightarrow \mathbb{R}, \mathcal{L}=L+\lambda^{\alpha} \phi_{\alpha}$, where $\phi_{\alpha}=0,1 \leq \alpha \leq m$, describe locally the constraint submanifold $M$ and the $\lambda^{\alpha}$ are Lagrange multipliers. The Lagrangian $\mathcal{L}$ is obviously singular and the vakonomic system can be studied as a presymplectic system. This will be the point of view adopted in Section 2.

This approach will allow us to adapt the theory of symmetries developed in the general presymplectic setting to vakonomic dynamics. This is done in the first part of the paper, where the notions of vakonomic symmetry, vakonomic infinitesimal symmetry and vakonomic Noether symmetry are introduced (Section 3). These concepts are developed both in the Lagrangian and the Hamiltonian formalisms, where corresponding versions of the Noether's theorem are obtained (Sections 4 and 5). Section 6 is devoted to the case of a Lie group acting by vakonomic symmetries on a vakonomic system.

The developments of the first part are exploited in the second one, where we have dealt with some applications to control theory (Section 7). In particular, we have considered a general optimal control problem consisting of a set of differential equations $\dot{x}^{i}=f^{i}(x(t), u(t))$, where $x^{i}$ are the states and $u^{a}$ the control variables, and a cost function $L=L(x, u)$ which must be extremized during the motion. In a geometrical setting, this problem is modelled on an affine bundle $C \rightarrow B$, where $B$ is the manifold of states. Then, the controls $u^{a}$ are seen as the fibres of the affine bundle. We can consider a vakonomic problem whose solutions exactly correspond to the solutions of the general optimal control problem and we can make use of the results obtained in the first part generalizing some of the results stated in [10].

We have also treated another application: an optimal control problem for kinematic locomotion systems [16,25,34]. Such systems (which include, among others, robotic devices and microorganisms) are modelled on a principal $G$-bundle $Q \rightarrow B$ endowed with a principal connection. $Q$ is the space of configurations of the system, $B$ the shape space and $G$ the (Lie group) manifold of all possible positions of the device in its environment. In this case, the controls are precisely the shape velocities, which are the variables the device can affect directly. There is also a cost function to minimize, generally associated to the energy "expenditure" of the manoeuvres the device is making. This cost function is accordingly defined on $T B$ from a Riemannian metric on $B$. The problem is then the following: given two points in $Q$, find the optimal controls $u$ which steer the system from one point to the other minimizing the cost function while satisfying the constraints provided by the horizontal distribution of the connection. Again, this can be seen as a vakonomic system and we can apply the results for symmetries. This leads us to obtain Wong's equations [24] via a Poisson reduction in a rather straightforward way.

Finally, we have included in Appendix A the basic definitions concerning lifts of vectors and functions as well as symmetries of presymplectic systems.

## 2. Vakonomic dynamics

Unlike what happens in nonholonomic mechanics [27], in vakonomic mechanics the equations of motion for systems in the presence of nonholonomic constraints are obtained through the application of a variational principle.

The starting point is an $n$-dimensional configuration manifold $Q$, a $(2 n-m)$-dimensional constraint submanifold $M$ of $T Q$, locally defined by the independent equations $\phi_{\alpha}=0,1 \leq$ $\alpha \leq m$, and a Lagrangian $L: T Q \rightarrow \mathbb{R}$. If $\left(q^{A}\right)$ are coordinates in $Q$ with $\left(q^{A}, \dot{q}^{A}\right)$ the induced coordinates in $T Q$, then we write $L=L\left(q^{A}, \dot{q}^{A}\right)$. In general, $M$ will be a subbundle of $T Q$ over $Q$. For example, in the following sections we will treat the case of a vector subbundle of $T Q, M \equiv D$, defined by a distribution $D$ on $Q$, or the case of an affine subbundle $M$ modelled on the vector subbundle $D$ of $T Q$ with an additional vector field $\gamma$ on $Q$.

Now, according to the theory of the calculus of variations, we extremize the functional

$$
\mathcal{J}(c(t))=\int_{0}^{1} L(c(t), \dot{c}(t)) \mathrm{d} t
$$

defined by $L$ on the set of twice piecewise differentiable curves $c(t)$ joining $c(0)=q_{0}$ and $c(1)=q_{1}$, and satisfying the constraints $\dot{c}(t) \in M_{c(t)} \forall t$.

We denote the space of such curves by $\tilde{C}\left(q_{0}, q_{1}\right)$ and will assume that it is a non-empty manifold. A curve in $\tilde{C}\left(q_{0}, q_{1}\right), c_{s}:(-\epsilon, \epsilon) \subseteq \mathbb{R} \rightarrow \tilde{C}\left(q_{0}, q_{1}\right)$, is a function such that $c_{s}(t)$ is a curve in $Q$ joining $q_{0}$ and $q_{1}$ for all $s$. A curve $c_{s}$ will be a variation of $c$ if $c_{0}(t)=c(t) \forall t$. The tangent space of $\tilde{C}\left(q_{0}, q_{1}\right)$ at $c(t)$ consists of the infinitesimal variations of $c$, i.e. given $s \mapsto c_{s}(t), c_{0}=c$, then

$$
X:[0,1] \rightarrow T Q, \quad X(t)=\left.\frac{\mathrm{d}}{\mathrm{~d} s}\right|_{s=0} c_{s}(t)
$$

is an infinitesimal variation of $c$. We will assume that there are enough variations and non-trivial infinitesimal variations for each $c \in \tilde{C}\left(q_{0}, q_{1}\right)$ (see [1,26] for a discussion of the contrary situation or abnormal case).

Now, we set up the equation

$$
\mathrm{d} \mathcal{J}_{c}(X)=0 \quad \forall X \in T_{c} \tilde{C}\left(q_{0}, q_{1}\right),
$$

and use the Lagrange multipliers theorem in an infinite-dimensional context to state (see $[1,2,22])$ that $c$ is an admissible motion if and only if there exist $m$ functions $\lambda^{1}, \ldots, \lambda^{m}, \lambda^{\alpha}$ : $[0,1] \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial L}{\partial \dot{q}^{A}}\right)-\frac{\partial L}{\partial q^{A}}=-\lambda^{\alpha}\left(\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \phi_{\alpha}}{\partial \dot{q}^{A}}\right)-\frac{\partial \phi_{\alpha}}{\partial q^{A}}\right)-\frac{\mathrm{d} \lambda^{\alpha}}{\mathrm{d} t} \frac{\partial \phi_{\alpha}}{\partial \dot{q}^{A}}, \quad 1 \leq A \leq n, \tag{1}
\end{equation*}
$$

and $\phi_{\alpha}\left(q^{A}, \dot{q}^{A}\right)=0,1 \leq \alpha \leq m$. From (1), we deduce that a curve $c=\left(q^{A}(t)\right)$ in $\tilde{C}^{2}\left(q_{0}, q_{1}\right)$ is a solution of the vakonomic equations if and only if there exist local functions $\lambda^{1}, \ldots, \lambda^{m}$ on $\mathbb{R}$ such that $\bar{c}(t)=\left(q^{A}(t), \lambda^{\alpha}(t)\right)$ is an extremal for the extended Lagrangian

$$
\mathcal{L}: T\left(Q \times \mathbb{R}^{m}\right) \rightarrow \mathbb{R}, \quad \mathcal{L}=L+\lambda^{\alpha} \phi_{\alpha},
$$

i.e. it satisfies the Euler-Lagrange equations

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}\right)-\frac{\partial \mathcal{L}}{\partial q^{A}}=0, \quad 1 \leq A \leq n, \\
& \frac{\mathrm{~d}}{\mathrm{~d} t}\left(\frac{\partial \mathcal{L}}{\partial \dot{\lambda}^{\alpha}}\right)-\frac{\partial \mathcal{L}}{\partial \lambda^{\alpha}} \equiv \phi_{\alpha}\left(q^{A}, \dot{q}^{A}\right)=0, \quad 1 \leq \alpha \leq m
\end{aligned}
$$

(see [1,22] for details).
From the extended Lagrangian $\mathcal{L}$ we can construct the system ( $T P, \omega_{\mathcal{L}}, \mathrm{d} E_{\mathcal{L}}$ ), where $\omega_{\mathcal{L}}=-\mathrm{d} \theta_{\mathcal{L}}$ is the Poincaré-Cartan 2-form, $\theta_{\mathcal{L}}=S^{*}(\mathrm{~d} \mathcal{L})$ the Poincaré-Cartan 1-form, and $S=\left(\partial / \partial \dot{q}^{A}\right) \otimes \mathrm{d} q^{A}+\left(\partial / \partial \dot{\lambda}^{\alpha}\right) \otimes \mathrm{d} \lambda^{\alpha}$ the canonical almost tangent structure on $T P$. $E_{\mathcal{L}}=\Delta \mathcal{L}-\mathcal{L}$ is the energy associated with $\mathcal{L}$, which is defined using the Liouville vector field $\Delta=\dot{q}^{A}\left(\partial / \partial \dot{q}^{A}\right)+\dot{\lambda}^{\alpha}\left(\partial / \partial \dot{\lambda}^{\alpha}\right)$. We will assume that $\left(T P, \omega_{\mathcal{L}}, \mathrm{d} E_{\mathcal{L}}\right)$ is presymplectic, i.e. $\omega_{\mathcal{L}}$ has constant rank.

Within this geometrical framework, we can pose the equation

$$
\begin{equation*}
i_{\Gamma} \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}}, \tag{2}
\end{equation*}
$$

which codifies the vakonomic equations (1). In [23], this point of view for vakonomic dynamics was developed for a natural Lagrangian $L$ (Lagrangian equal to kinetic minus potential energy) and linear constraints. $\Gamma$ will be a second-order differential equation (SODE) to be found on $T P$ whose integral curves $\left(q^{A}(t), \lambda^{\alpha}(t)\right)$ are the vakonomic solutions $\left(q^{A}(t)\right)$ together with the corresponding Lagrange multipliers $\left(\lambda^{\alpha}(t)\right)$.

Eq. (2) will not have in general a global well-defined solution on $T P$. Applying the Gotay-Nester algorithm [13,14] for presymplectic systems, we generate a sequence of submanifolds as follows (this is valid for general presymplectic systems). First put $P_{1}=$ $T P$. Then, consider the set

$$
P_{2}=\left\{x \in P_{1} \mid \exists Z_{x} \in T_{x} P_{1} \text { solution of (2) }\right\} .
$$

Assume that $P_{2}$ is a submanifold of $P_{1}$. It may happen that the obtained solutions are not tangent to $P_{1}$. Then, we restrict $P_{2}$ to the submanifold

$$
P_{3}=\left\{x \in P_{2} \mid \exists Z_{x} \in T_{x} P_{2} \text { solution of }\left(i_{Z} \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}}\right)_{\mid P_{2}}\right\}
$$

Proceeding further, we construct a sequence

$$
\ldots \hookrightarrow P_{k} \hookrightarrow \cdots \hookrightarrow P_{3} \hookrightarrow P_{2} \hookrightarrow P_{1} .
$$

Alternatively, the constraint submanifolds can be described by

$$
P_{k}=\left\{x \in P_{1} \mid \mathrm{d} E_{\mathcal{L}}(x)(v)=0 \quad \forall v \in T_{x} P_{k-1}^{\perp}\right\}
$$

where

$$
T_{x} P_{k-1}^{\perp}=\left\{v \in T_{x} P_{1} \mid \omega_{\mathcal{L}}(x)(u, v)=0 \quad \forall u \in T_{x} P_{k-1}\right\} .
$$

We say that $P_{2}$ is the secondary constraint submanifold, $P_{3}$ the tertiary constraint submanifold, and so on.

In the most favourable case, the algorithm will stabilize at some step $k$ and a final constraint submanifold $P_{k}=P_{f}$ will exist where there is a well-defined vector field $\Gamma \in T P_{f}$ such that

$$
\begin{equation*}
\left(i_{\Gamma} \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}}\right)_{\mid P_{f}} \tag{3}
\end{equation*}
$$

This solution is not necessarily unique and we will usually have a set of solutions $\mathfrak{X}^{\omega} \mathcal{L}\left(P_{f}\right)$, where

$$
\mathfrak{X}^{\omega_{\mathcal{L}}}\left(P_{f}\right)=\left\{\bar{\Gamma} \in T P_{f} \mid\left(i_{\Gamma} \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}}\right)_{\mid P_{f}}\right\} .
$$

See Appendix A for other notations and basic definitions that will be used along the paper.
Remark 1. In [8], an alternative geometric description of vakonomic dynamics in the extended phase space $T^{*} Q \times{ }_{Q} M$ was described. This formulation was used to compare the solutions of vakonomic dynamics with the solutions of nonholonomic mechanics for nonholonomic Lagrangian systems.

## 3. Symmetries

In this section, we study the general symmetries of a vakonomic system ( $L, M$ ) on $T Q$ and their relationship with the symmetries of $\mathcal{L}$, an extended Lagrangian of the form $\mathcal{L}=$ $L+\lambda^{\alpha} \phi_{\alpha}$, where $\left\{\phi_{\alpha} \mid 1 \leq \alpha \leq m\right\}$ is a global basis of functions defining the submanifold of constraints $M$.

We will consider that $M$ is an affine subbundle of $T Q$ modelled on the vector subbundle $D \subseteq T Q, \operatorname{dim} M=\operatorname{dim} D=2 n-m$ with an additional vector field $\gamma: Q \rightarrow T Q$. We say that a vector $X_{q}$ is in $M_{q}$ if and only if $X_{q}-\gamma_{q} \in D_{q}$. In other words, if the annihilator $D^{0}$
of $D$ is spanned by $\left\{\omega_{\alpha}(q)=\mu_{\alpha}(q) \mathrm{d} q^{A} \mid 1 \leq \alpha \leq m\right\}$ and $\omega_{\alpha}\left(\gamma_{q}\right)=-h_{\alpha}(q), 1 \leq \alpha \leq m$, then

$$
X_{q} \in M_{q} \Leftrightarrow \omega_{\alpha}\left(X_{q}-\gamma_{q}\right)=\mu_{\alpha A} X^{A}+h_{\alpha}=0, \quad 1 \leq \alpha \leq m
$$

i.e. the constraint functions defining $M$ are

$$
\phi_{\alpha}(q, \dot{q})=\mu_{\alpha A}(q) \dot{q}^{A}+h_{\alpha}(q), \quad 1 \leq \alpha \leq m
$$

In the sequel, $\pi_{1}: Q \times \mathbb{R}^{m} \rightarrow Q$ and $\pi_{2}: Q \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{m}$ will denote the projections onto each factor of $Q \times \mathbb{R}^{m}$.

### 3.1. Vakonomic symmetries

Definition 2 (Arnold [1]). A vakonomic symmetry for ( $L, M$ ) will be a diffeomorphism $s: Q \rightarrow Q$ such that $T s$ leaves $M$ and $L_{\mid M}$ invariant, i.e. $T s(M)=M$ and $(L \circ T s)_{\mid M}=L_{\mid M}$.

In this way, we assure that the constrained variational problem is preserved by $s$ and so will be its solutions.

The condition $(L \circ T s)_{\mid M}=L_{\mid M}$ is equivalent to say that there exist $m$ local functions $\left\{\lambda_{0}^{\alpha}: T Q \rightarrow \mathbb{R} \mid 1 \leq \alpha \leq m\right\}$ such that $L \circ T s-L=\lambda_{0}^{\alpha} \phi_{\alpha}$, while the condition $T s(M)=M$ means that the transformation $\left\{\phi_{\alpha} \circ T s=\bar{\phi}_{\alpha} \mid 1 \leq \alpha \leq m\right\}$ gives rise to new independent constraint functions defining $M$.

In fact, if $D \subseteq T Q$ is the distribution modelling $M$, we have

1. Since $\gamma \in M$, then $T_{q} s\left(\gamma_{q}\right) \in M_{s(q)}$, or equivalently, $T_{q} s\left(\gamma_{q}\right)-\gamma_{s(q)} \in D_{q}$.
2. Let $X_{q}$ be a vector in $D_{q}$. Then, $X_{q}+\gamma_{q} \in M_{q}$ and $T s\left(X_{q}\right)+T s\left(\gamma_{q}\right) \in M_{s(q)}$. But again, this means $T s\left(X_{q}\right)+T s\left(\gamma_{q}\right)-\gamma_{s(q)} \in D_{s(q)}$. By (1) we deduce that $T s\left(X_{q}\right) \in D_{s(q)}$.

That is, $D$ is invariant by $T s$ and so is $D^{0}$. Thus, a basis $\left\{\omega_{\alpha}\right\}_{\alpha=1}^{m}$ of $D^{0}$ is transformed into a new one $T^{*} s\left(\omega_{\alpha}\right)=\bar{\omega}_{\alpha}$. Then, there exists a non-singular matrix-valued function on $Q, \Lambda_{\alpha}^{\beta}(s): Q \rightarrow G L(m, \mathbb{R})$ such that $\bar{\omega}_{\alpha}=\Lambda_{\alpha}^{\beta}(s) \omega_{\beta}$. In other words, if $\phi_{\alpha}=$ $\mu_{\alpha A} \dot{q}^{A}+h_{\alpha}, \bar{\phi}_{\alpha}=\bar{\mu}_{\alpha A} \dot{q}^{A}+\bar{h}_{\alpha}, 1 \leq \alpha \leq m$, are local expressions for the constraint functions corresponding to these basis, we get,

$$
\bar{\omega}_{\alpha}(Y-\gamma)=\bar{\phi}_{\alpha}(Y), \quad \bar{\omega}_{\alpha}(Y-\gamma)=\Lambda_{\alpha}^{\beta}(s) \omega_{\beta}(Y-\gamma)=\Lambda_{\alpha}^{\beta}(s) \phi_{\beta}(Y)
$$

for a given $Y \in T Q$, i.e. $\bar{\phi}_{\alpha}=\Lambda_{\alpha}^{\beta}(s) \phi_{\beta}$, or equivalently, if $\bar{\Lambda}_{\alpha}^{\beta}(s)$ denotes the entries of the inverse matrix of $\left(\Lambda_{\alpha}^{\beta}(s)\right)$, we have $\bar{\Lambda}_{\alpha}^{\beta}(s) \bar{\phi}_{\beta}=\phi_{\alpha}$.

When $L \circ T s=L$, we can extend the diffeomorphism $s$ to $P=Q \times \mathbb{R}^{m}$ as

$$
\begin{array}{cccc}
\bar{s}: & P & \rightarrow & P \\
& \left(q^{A}, \lambda^{\alpha}\right) & \mapsto & \left(s^{A}(q), \bar{\Lambda}_{\beta}^{\alpha}(s)(q) \lambda^{\beta}\right)
\end{array}
$$

so that $T \bar{s}$ leaves $\mathcal{L}$ invariant. Indeed,

$$
\mathcal{L} \circ T \bar{s}=L+\bar{\Lambda}_{\beta}^{\alpha} \lambda^{\beta} \bar{\phi}_{\alpha}=L+\lambda^{\beta} \phi_{\beta}=\mathcal{L} .
$$

This systematic procedure allows us to translate all the vakonomic symmetries $s$ into symmetries $\bar{s}$ of the singular Lagrangian $\mathcal{L}$ and vice versa, we can recover them just by projecting $\bar{s}$ to $Q$.

### 3.2. Vakonomic infinitesimal symmetries

Definition 3. A vakonomic infinitesimal symmetry (from now on VIS) for ( $L, M$ ) is a vector field $X$ on $Q$ such that its complete lift $X^{c} \in \mathfrak{X}(T Q)$ is tangent to $M$ and satisfies $X^{c}(L)_{\mid M}=X_{\mid M}^{c}\left(L_{\mid M}\right)=0$.

In other words, $X$ is a VIS if and only if its flow, $\left\{s_{t}: Q \rightarrow Q\right\}$, consists of vakonomic symmetries for ( $L, M$ ).

For simplicity, we will consider those $X$ such that $X^{c}(L)=0$. Then, from a VIS $X \in$ $\mathfrak{X}(Q)$, one can obtain an infinitesimal symmetry of $\mathcal{L}, \bar{X} \in \mathfrak{X}(P)$. Indeed, since $X^{c}(L)=0$ and $X^{c}\left(\phi_{\alpha}\right)_{\mid M}=0 \forall 1 \leq \alpha \leq m$, the flow of $X,\left\{s_{t}\right\}$ verifies for all $-\epsilon<t<\epsilon$,

$$
L \circ T s_{t}=L, \quad \phi_{\alpha} \circ T s_{t}=\bar{\phi}_{\alpha t}=\Lambda_{\beta}^{\alpha}(t) \phi_{\alpha}
$$

We can then define the one-parameter group

$$
\begin{array}{cccc}
\bar{s}_{t}: & P & \rightarrow & P \\
& (q, \lambda) & \mapsto & \left(s_{t}(q), \Lambda_{\beta}^{\alpha}(-t)(q) \lambda^{\beta}\right)
\end{array}
$$

and take the vector field whose flow is given by $\left\{\bar{s}_{t}\right\}$ (its infinitesimal generator), $\bar{X} \equiv X+Y_{\mathcal{L}}$, where

$$
Y_{\mathcal{L}}=\left(\frac{\mathrm{d}}{\mathrm{~d} t}{ }_{\mid t=0} \Lambda_{\beta}^{\alpha}(-t)(q)\right) \lambda^{\beta} \frac{\partial}{\partial \lambda^{\alpha}}
$$

Since $\mathcal{L} \circ T \bar{s}_{t}=\mathcal{L}$ for all $-\epsilon<t<\epsilon$, it is immediate that $\bar{X}^{c}(\mathcal{L})=0$.
Conversely, given an infinitesimal symmetry of $\mathcal{L}, \bar{X}=X^{A}(q)\left(\partial / \partial q^{A}\right)+f_{\beta}^{\alpha}(q) \lambda^{\beta}$ $\left(\partial / \partial \lambda^{\alpha}\right)$, we have

$$
\bar{X}^{c}(\mathcal{L})=\bar{X}^{c}(L)+\lambda^{\alpha}\left(f_{\alpha}^{\beta} \phi_{\beta}+\bar{X}^{c}\left(\phi_{\alpha}\right)\right)=0
$$

Since this is valid for every $\lambda^{\alpha}$, we obtain

$$
\bar{X}^{c}(L)=0, \quad \bar{X}^{c}\left(\phi_{\alpha}\right)=-f_{\alpha}^{\beta} \phi_{\beta}
$$

That is, $\bar{X}$ projects onto a vector field on $Q, X=X^{A}(q)\left(\partial / \partial q^{A}\right)$, which is a VIS for $(L, M)$. For this reason, we will focus our attention on infinitesimal symmetries of $\mathcal{L}$ given by $\bar{X}=X+\lambda^{\beta} f_{\beta}^{\alpha}(q)\left(\partial / \partial \lambda^{\alpha}\right)$, where $\left(f_{\beta}^{\alpha}\right)$ is a matrix-valued function on $Q,\left(f_{\beta}^{\alpha}\right): Q \rightarrow$ $\mathfrak{g l}(m, \mathbb{R})$. We will call to this type of symmetry a VIS for $(L, M)$ on $P$.

Definition 4. A vakonomic Noether symmetry (VNS) for $(L, M)$ will be a vector field $X$ on $Q$ such that $X_{\mid M}^{c} \in \mathfrak{X}(M)$ and $X^{c}(L)_{\mid M}=F_{\mid M}^{c}$ for some associated function $F: Q \rightarrow \mathbb{R}$.

Observe that, although the flow of a Noether symmetry preserves $M$, it does not consist of vakonomic symmetries in the sense of Definition 2. Its role will be explained in the next section.

In case $X^{c}(L)=F^{c}$ on the whole of $T Q$, the above-defined extension $\bar{X}=X+Y_{\mathcal{L}}$ gives rise to a Noether symmetry of $\mathcal{L}$, i.e. $\bar{X}^{c}(\mathcal{L})=\pi_{1}^{*}\left(F^{c}\right) \equiv F^{c}$.

Conversely, let $\bar{X}=X^{A}(q)\left(\partial / \partial q^{A}\right)+f_{\beta}^{\alpha}(q) \lambda^{\beta}\left(\partial / \partial \lambda^{\alpha}\right)=X+f_{\beta}^{\alpha}(q) \lambda^{\beta}\left(\partial / \partial \lambda^{\alpha}\right)$ be a Noether symmetry for $\mathcal{L}$, say,

$$
\begin{equation*}
\bar{X}^{c}(\mathcal{L})=\bar{X}^{c}(L)+\lambda^{\alpha}\left(f_{\alpha}^{\beta} \phi_{\beta}+\bar{X}^{c}\left(\phi_{\alpha}\right)\right)=\bar{F}^{c} \tag{4}
\end{equation*}
$$

for some $\bar{F}: P \rightarrow \mathbb{R}$. Since $\partial \bar{F} / \partial \lambda^{\alpha}=\partial \bar{X}^{c}(\mathcal{L}) / \partial \dot{\lambda}^{\alpha}=0$, equating $\lambda^{\alpha}=0$, we have

$$
\bar{X}^{c}(L)=\bar{F}^{c}
$$

and being (4) valid for all $\lambda^{\alpha}$, we also have

$$
\bar{X}^{c}\left(\phi_{\alpha}\right)=-f_{\alpha}^{\beta} \phi_{\beta} .
$$

Thus, $\bar{F}$ must be the pullback of a function $F: Q \rightarrow \mathbb{R}$, and $\bar{X}$ projects to $X$, a VNS for ( $L, M$ ) with associated function $F$. These type of symmetries $\bar{X}$ will be referred as VNS for $(L, M)$ on $P$.

Example 5 (Closed von Neumann model). In economics, the variational calculus is an indispensable tool when dealing with typical optimization problems. The following example was taken from [8,32,33]. The $n$ capital goods $K_{1}, \ldots, K_{n}$ and the respective capital formations $\dot{K}_{1}, \ldots, \dot{K}_{n}$ can be considered as coordinates $\left(K_{1}, \ldots, K_{n}, \dot{K}_{1}, \ldots, \dot{K}_{n}\right)$ in $T \mathbb{R}^{n}$.

Given the Lagrangian $L: T \mathbb{R}^{n} \rightarrow \mathbb{R}, L\left(K_{1}, \ldots, K_{n}, \dot{K}_{1}, \ldots, \dot{K}_{n}\right)=\dot{K}_{n}$ and the constraint function

$$
\phi\left(K_{1}, \ldots, K_{n}, \dot{K}_{1}, \ldots, \dot{K}_{n}\right)=K_{1}^{\alpha_{1}} K_{2}^{\alpha_{2}} \cdots K_{n}^{\alpha_{n}}-\left[\dot{K}_{1}^{2}+\cdots+\dot{K}_{n}^{2}\right]^{1 / 2}
$$

with $\sum_{i=1}^{n} \alpha_{i}=1$, which defines the submanifold $M=\{\phi \equiv 0\}$ of $T \mathbb{R}^{n}$, the von Neumann problem consists of maximizing

$$
\int_{0}^{T} \dot{K}_{n} \mathrm{~d} t \quad \text { subject to } \phi \equiv 0
$$

for some $T \geq 0$ and appropriate initial conditions.
Alternatively, we can formulate the von Neumann problem in terms of the extended Lagrangian $\mathcal{L}\left(K_{1}, \ldots, K_{n}, \lambda, \ldots, \dot{K}_{n}, \dot{\lambda}\right)=\dot{K}_{n}+\lambda \phi$.

Let $X$ be a vector field on $\mathbb{R}^{n}, X=\sum_{j=1}^{n} X_{j}\left(K_{1}, \ldots, K_{n}\right) \partial / \partial K_{j}$. Then,

$$
\begin{aligned}
X^{c}(L)= & \sum_{i=1}^{n} \dot{K}_{i} \frac{\partial X_{n}}{\partial K_{i}}=\left(X_{n}\right)^{c}, \\
X^{c}(\phi)= & \sum_{i=1}^{n}\left\{\alpha_{i} K_{1}^{\alpha_{1}} \cdots K_{i-1}^{\alpha_{i-1}} X_{i} K_{i}^{\alpha_{i-1}} K_{i+1}^{\alpha_{i+1}} \cdots K_{n}^{\alpha_{n}}\right. \\
& \left.-\left(\dot{K}_{1}^{2}+\cdots+\dot{K}_{n}^{2}\right)^{-1 / 2} \sum_{j=1}^{n} \dot{K}_{i} \dot{K}_{j} \frac{\partial X_{i}}{\partial K_{j}}\right\}
\end{aligned}
$$

If $X=C \sum_{i=1}^{n} K_{i}\left(\partial / \partial K_{i}\right)$, with $C$ a non-zero constant, we have

$$
X^{c}(\phi)=C\left(\sum_{i=1}^{n} \alpha_{i}\right) K_{1}^{\alpha_{1}} \cdots K_{n}^{\alpha_{n}}-C\left(\dot{K}_{1}^{2}+\cdots+\dot{K}_{n}^{2}\right)^{1 / 2}=C \phi,
$$

or equivalently, $X^{c}(\phi)_{\mid M}=0$. Thus, $X=C \sum_{i=1}^{n} K_{i}\left(\partial / \partial K_{i}\right)$ is a VNS for $(L, M)$ with associated function $X_{n}=C K_{n}$. We have shown above that $X$ gives rise to a Noether symmetry $\bar{X}$ of the extended Lagrangian $\mathcal{L}$. In fact, we have

$$
\bar{X}=C\left(\sum_{i=1}^{n} K_{i} \frac{\partial}{\partial K_{i}}-\lambda \frac{\partial}{\partial \lambda}\right) .
$$

### 3.3. Symmetries given by the action of a Lie group

Finally, let $\Phi: G \times Q \rightarrow Q$ be a free and proper left action of a Lie group $G$ on the configuration space $Q$. Denote by $\Phi_{g}$ the diffeomorphism of $Q, q \mapsto \Phi(g, q)$ for each $g \in G$. The group $G$ will be a group of vakonomic symmetries for $(L, M)$, if each $\Phi_{g}$ is a vakonomic symmetry, i.e. if the lifted action $T \Phi: G \times T Q \rightarrow T Q$ satisfies $L_{\mid M} \circ T \Phi_{g}=$ $L_{\mid M}$ and $T \Phi_{g}(M)=M \forall g \in G$.

We can make use of the procedure described before to extend a symmetry from $Q$ to $P=Q \times \mathbb{R}^{m}$. Given a fixed Lagrangian, $\mathcal{L}=L+\lambda^{\alpha} \phi_{\alpha}$, let us assume that $L \circ T \Phi_{g}=L$ for all $g \in G$. Then we define the new action

$$
\begin{array}{cccc}
\Psi: & G \times P & \rightarrow & P \\
& (g,(q, \lambda)) & \mapsto & \left(\Phi_{g}(q), \bar{\Lambda}_{\beta}^{\alpha}(g)(q) \lambda^{\beta}\right)
\end{array}
$$

It is easy to check that this is indeed a free action and, when $G$ is compact, one can assure that it is also proper.

## 4. Constants of the motion

One is commonly interested in studying the symmetry properties of a dynamical problem because this can yield, via e.g. a Noether's theorem,e.g. information about conservation laws or reduction of the number of degrees of freedom. In the following three sections we shall explore this topic. Some of the work developed in [19] for symmetries of singular Lagrangian systems will be helpful in the context we have exposed for vakonomic mechanics. We refer to Appendix A for a review of several definitions of symmetries that will be used in the sequel.

Lemma 6. Let $(N, \omega, \alpha)$ be a presymplectic system and $\phi: N \rightarrow N$ a diffeomorphism such that

$$
\phi^{*} \omega=\omega, \quad \phi^{*} \alpha=\alpha .
$$

Consider $\cdots N_{k} \hookrightarrow \cdots \hookrightarrow N_{2} \hookrightarrow N_{1}$ the sequence of constraint submanifolds obtained applying the Gotay-Nester algorithm. Then, $\phi$ restricts to diffeomorphisms $\phi_{k}: N_{k} \rightarrow$ $N_{k} \forall k$.

Proof. See [19].
Now, we are in a position to prove the following proposition.
Proposition 7 (Noether's theorem). Assume that the sequence of submanifolds obtained through the application of the Gotay-Nester algorithm stabilizes at some step $k_{f} \equiv f$. Let $\bar{X} \in \mathfrak{X}(P)$ be a VNS for $(L, M)$ with associated function $F: P \rightarrow \mathbb{R}$. Then,

1. $\bar{X}_{\mid P_{k}}^{c} \in \mathfrak{X}\left(P_{k}\right) \forall 1 \leq k \leq k_{f}$ and $\bar{X}_{\mid P_{f}}^{c}$ is a dynamical symmetry of $\mathfrak{X}^{\omega \mathcal{L}}\left(P_{f}\right)$.
2. $\left(F^{v}-i_{\bar{X}^{c}} \theta_{\mathcal{L}}\right)_{\mid P_{f}}: P_{f} \rightarrow \mathbb{R}$ is a constant of the motion for $\mathfrak{X}^{\omega \mathcal{L}}\left(P_{f}\right)$.

## Proof. Let

$$
\bar{X}=X^{A}(q) \frac{\partial}{\partial q^{A}}+g_{\beta}^{\alpha}(q) \lambda^{\beta} \frac{\partial}{\partial \lambda^{\alpha}}
$$

be the local expression of $\bar{X}$. Since

$$
\bar{X}^{c}(\mathcal{L})=X^{A} \frac{\partial \mathcal{L}}{\partial q^{A}}+\lambda^{\beta} g_{\beta}^{\alpha} \frac{\partial \mathcal{L}}{\partial \lambda^{\alpha}}+\dot{q}^{B} \frac{\partial X^{A}}{\partial q^{B}} \frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}=F^{c}
$$

and $F$ is the pullback of a function on $Q$, then

$$
\begin{aligned}
\bar{X}^{c}\left(E_{\mathcal{L}}\right) & =\bar{X}^{c}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}^{B}} \dot{q}^{B}\right)-\bar{X}^{c}(\mathcal{L})=\bar{X}^{c}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}^{B}}\right) \dot{q}^{B}+\frac{\partial \mathcal{L}}{\partial \dot{q}^{B}} \frac{\partial X^{B}}{\partial q^{C}} \dot{q}^{C}-F^{c} \\
& =\left(X^{A} \frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{B} \partial q^{A}}+\lambda^{\beta} g_{\beta}^{\alpha} \frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{B} \partial \lambda^{\alpha}}+\dot{q}^{C} \frac{\partial X^{A}}{\partial q^{C}} \frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{A} \partial \dot{q}^{B}}+\frac{\partial \mathcal{L}}{\partial \dot{q}^{A}} \frac{\partial X^{A}}{\partial q^{B}}\right) \dot{q}^{B}-F^{c} \\
& =\frac{\partial}{\partial \dot{q}^{B}}\left(\bar{X}^{c}(\mathcal{L})\right) \dot{q}^{B}-F^{c}=0,
\end{aligned}
$$

and similarly,

$$
\begin{aligned}
L_{\bar{X}^{c}} \theta \mathcal{L} & =L_{\bar{X}^{c}}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}^{B}} \mathrm{~d} q^{B}\right)=\bar{X}^{c}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}^{B}}\right) \mathrm{d} q^{B}+\frac{\partial \mathcal{L}}{\partial \dot{q}^{A}} \frac{\partial X^{A}}{\partial q^{B}} \mathrm{~d} q^{B} \\
& =\left(\frac{\partial}{\partial \dot{q}^{B}}\left(\bar{X}^{c}(\mathcal{L})\right)\right) \mathrm{d} q^{B}=\mathrm{d} F^{v} .
\end{aligned}
$$

In particular, these computations imply

$$
\begin{equation*}
i_{\bar{X}^{c}} \omega_{\mathcal{L}}=\mathrm{d}\left(i_{\bar{X}^{c}} \theta_{\mathcal{L}}\right)-L_{\bar{X}^{c}} \theta_{\mathcal{L}}=\mathrm{d}\left(i_{\bar{X}^{c}} \theta_{\mathcal{L}}-F^{v}\right) \tag{5}
\end{equation*}
$$

and

$$
L_{\bar{X}^{c}} \omega_{\mathcal{L}}=i_{\bar{X}^{c}} \mathrm{~d} \omega_{\mathcal{L}}+\mathrm{d} i_{\bar{X}^{c}} \omega_{\mathcal{L}}=\operatorname{dd}\left(i_{\bar{X}^{c}} \theta_{\mathcal{L}}-F^{v}\right)=0
$$

Therefore, the presymplectic structure of $\left(P_{1}, \omega_{\mathcal{L}}, \mathrm{d} E_{\mathcal{L}}\right)$ is invariant along the flow of $\bar{X}^{c}$, $\left\{T \bar{s}_{t}: P_{1} \rightarrow P_{1}\right\}$,

$$
\left(T \bar{s}_{t}\right)^{*} \omega_{\mathcal{L}}=\omega_{\mathcal{L}}, \quad\left(T \bar{s}_{t}\right)^{*}\left(E_{\mathcal{L}}\right)=E_{\mathcal{L}}
$$

By Lemma 6, the flow $\left\{T \bar{s}_{t}\right\}$ restricts to each $P_{k}$ and $\bar{X}_{\mid P_{k}}^{c} \in \mathfrak{X}\left(P_{k}\right) \forall 1 \leq k \leq k_{f}$. In particular, $\left[\bar{X}_{\mid P_{f}}^{c}, \Gamma\right] \in \mathfrak{X}\left(P_{f}\right)$ for every $\Gamma \in \mathfrak{X}^{\omega \mathcal{L}}\left(P_{f}\right)$, and

$$
i_{\left[\bar{X}_{\mid P_{f}}^{c}, \Gamma\right]} \omega_{\mathcal{L} \mid P_{f}}=L_{\bar{X}_{\mid P_{f}}^{c}}\left(i_{\Gamma} \omega_{\mathcal{L}}\right)-i_{\Gamma}\left(L_{\bar{X}_{\mid P_{f}}^{c}} \omega_{\mathcal{L}}\right)=0
$$

Thus, $\bar{X}_{\mid P_{f}}^{c}$ is a dynamical symmetry of $\mathfrak{X}^{\omega} \mathcal{L}\left(P_{f}\right)$ (see Appendix A).
To prove (2) take $\Gamma \in \mathfrak{X}^{\omega} \mathcal{L}\left(P_{f}\right)$. Using (5), we get

$$
\begin{aligned}
\Gamma\left(i_{\bar{X}^{c}} \theta_{\mathcal{L}}-F^{v}\right)_{\mid P_{f}} & =\mathrm{d}\left(i_{\bar{X}^{c}} \theta_{\mathcal{L}}-F^{v}\right)_{\mid P_{f}}(\Gamma)=\left(i_{\bar{X}^{c}} \omega_{\mathcal{L}}\right)_{\mid P_{f}}(\Gamma) \\
& =-\left(i_{\Gamma} \omega_{\mathcal{L}}\right)_{\mid P_{f}}\left(\bar{X}^{c}\right)=-\mathrm{d} E_{\mathcal{L}}\left(\bar{X}^{c}\right)_{\mid P_{f}}=0 .
\end{aligned}
$$

Therefore, $\left(i_{\bar{X}}{ }^{c} \theta_{\mathcal{L}}-F^{v}\right)_{\mid P_{f}}$ is constant along the integral curves of $\Gamma \in \mathfrak{X}^{\omega} \mathcal{L}\left(P_{f}\right)$.

Example 8 (Closed von Neumann model, revisited). As a consequence of Proposition 7, we are able to find a constant of the motion for the von Neumann problem in a systematic way. We have that $\bar{X}=C\left(\sum_{i=1}^{n} K_{i}\left(\partial / \partial K_{i}\right)-\lambda(\partial / \partial \lambda)\right)$ is a VNS for $(L, M)$ on $\mathbb{R}^{n} \times \mathbb{R}$ with Noether function $C K_{n}$. Consequently, we obtain the conservation law

$$
\begin{aligned}
\left(C K_{n}\right)^{v}-i_{\bar{X}^{c}} \theta \mathcal{L} & =\left(C K_{n}\right)^{v}-i_{\bar{X}^{c}}\left(\frac{\partial \mathcal{L}}{\partial \dot{K}_{j}} \mathrm{~d} K_{j}\right)=C\left\{K_{n}-K_{n}-\sum_{j=1}^{n} \lambda K_{j} \frac{\partial \phi}{\partial \dot{K}_{j}}\right\} \\
& =\frac{C \lambda}{\sqrt{\dot{K}_{1}^{2}+\cdots+\dot{K}_{n}^{2}}}\left(\sum_{j=1}^{n} K_{j} \dot{K}_{j}\right)
\end{aligned}
$$

on the final submanifold of constraints.

## 5. Relationship with the Hamiltonian formulation and the SODE's problem

If the extended Lagrangian $\mathcal{L}$ is almost regular, then the vakonomic problem admits an equivalent formulation which is Hamiltonian. In this case, as the constraint functions are linear or affine, it can be proven that $\mathcal{L}$ is almost regular if and only if $L$ is almost regular (see [23]).

Let $\mathcal{F} L: T P \rightarrow T^{*} P$ be the Legendre mapping of $\mathcal{L}$. If $\left(q^{A}, \lambda^{\alpha}, p_{A}, p_{\alpha}\right)$ are local coordinates in $T^{*} P$, then the Legendre mapping is locally written as

$$
\mathcal{F} L\left(q^{A}, \lambda^{\alpha}, \dot{q}^{A}, \dot{\lambda}^{\alpha}\right)=\left(q^{A}, \lambda^{\alpha}, \frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}, \frac{\partial \mathcal{L}}{\partial \dot{\lambda}^{\alpha}}\right)=\left(q^{A}, \lambda^{\alpha}, \frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}, 0\right) .
$$

We say that $\mathcal{L}$ is almost regular if $M_{1}=\mathcal{F} L(T P)$ is a submanifold of $T^{*} P, j_{1}: M_{1} \hookrightarrow T^{*} P$, and $\mathcal{F} L: T P \rightarrow M_{1}$ is a submersion whose fibres are connected. When this holds true, it can be assured that $E_{\mathcal{L}}$ is constant along the fibres of $\mathcal{F} L$ and a Hamiltonian $h_{1}: M_{1} \rightarrow \mathbb{R}$ can be defined implicitly as $h_{1} \circ \mathcal{F} L=E_{\mathcal{L}}$. Taking $\omega_{1}=j_{1}^{*}\left(\omega_{P}\right)$ the pullback to $M_{1}$ of
the canonical symplectic form $\omega_{P}$ of $T^{*} P$, we obtain a presymplectic system $\left(M_{1}, \omega_{1}, h_{1}\right)$. The equations of motion are then

$$
\begin{equation*}
i_{\curlyvee} \omega_{1}=\mathrm{d} h_{1} \tag{6}
\end{equation*}
$$

To solve it we apply the Gotay-Nester algorithm and get the sequence of submanifolds

$$
\ldots \hookrightarrow M_{k} \hookrightarrow \cdots \hookrightarrow M_{3} \hookrightarrow M_{2} \hookrightarrow M_{1} .
$$

The Gotay-Nester equivalence theorem [14] relates this sequence with the former one $\left\{P_{k}\right\}_{k \geq 1}$ of $\left(T P, \omega_{\mathcal{L}}, E_{\mathcal{L}}\right)$. Denote by $P_{f}, M_{f}$ the final submanifolds of constraints (if they exist). Then, the theorem asserts

1. $\mathcal{F} L_{\mid P_{k}} \equiv \mathcal{F} L_{k}: P_{k} \rightarrow M_{k}$ is a fibration and $M_{k}$ is diffeomorphic to $P_{k} / \operatorname{Ker}\left(\mathcal{F} L_{k}\right) \forall k$.
2. If the sequence $\left\{P_{k}\right\}_{k \geq 1}$ terminates at step $k_{f}$ so will $\left\{M_{k}\right\}_{k \geq 1}$ and the solutions of the systems are equivalent in the following sense. Given $\Gamma \in \mathfrak{X}^{\omega} \mathcal{L}\left(P_{f}\right)$ which is $\mathcal{F} L_{f}$-projectable, then $T \mathcal{F} L_{f}(\Gamma)=\Upsilon$ is a solution of

$$
\begin{equation*}
\left(i_{\Upsilon} \omega_{1}=\mathrm{d} h_{1}\right)_{\mid M_{f}} \tag{7}
\end{equation*}
$$

On the other hand, if $\Upsilon$ is a solution of (7) and $\Gamma \in \mathfrak{X}\left(P_{f}\right)$ projects by $T \mathcal{F} L_{f}$ onto $\Upsilon$, then $\Gamma$ is a solution of (3).

Thus, solving (7) we will obtain a set $\mathfrak{X}^{\omega_{1}}\left(M_{f}\right)$ of vector fields such that their integral curves, $\left(q^{A}(t), \lambda^{\alpha}(t), p_{A}(t), 0\right)$, give the vakonomic solutions $\left(q^{A}(t), \lambda^{\alpha}(t)\right)$.

Now, we study how the vakonomic symmetries can be seen as symmetries of ( $M_{1}, \omega_{1}, h_{1}$ ).
Proposition 9 (Noether's theorem). Let $\bar{X}: P \rightarrow T P$ a VNS for $(L, M)$ with associated function $F: P \rightarrow \mathbb{R}$. Then,

1. $\bar{X}_{\mid P_{k}}^{c}$ is $\mathcal{F} L_{k}$-projectable onto $\bar{X}_{\mid M_{k}}^{c *}+\left(\left(\partial F / \partial q^{B}\right)\left(\partial / \partial p_{B}\right)\right)_{\mid M_{k}} \in \mathfrak{X}\left(M_{k}\right) \forall k \geq 1$.
2. $\bar{X}_{\mid M_{f}}^{c^{*}}+\left(\left(\partial F / \partial q^{B}\right)\left(\partial / \partial p_{B}\right)\right)_{\mid M_{f}}$ is a Cartan symmetry for $\mathfrak{X}^{\omega_{1}}\left(M_{f}\right)$ and $\iota \bar{X}(\theta)_{\mid M_{f}}-$ $F_{\mid M_{f}}^{v *}$ is a constant of the motion.

Proof. We extend a result of [19] for infinitesimal symmetries. We consider here the more general case of Noether symmetries.

It is easy to show that $\bar{X}$ is $\mathcal{F} L_{1}$-projectable and $T \mathcal{F} L_{1}\left(\bar{X}^{c}\right)=Y \circ \mathcal{F} L_{1}$ with $Y \in \mathfrak{X}\left(M_{1}\right)$. Let us see what the expression for $T \mathcal{F} L_{1}\left(\bar{X}^{c}\right)$ is in local coordinates. On one hand, we have

$$
\begin{equation*}
\bar{X}^{c}(\mathcal{L})=X^{A}(q) \frac{\partial \mathcal{L}}{\partial q^{A}}+\lambda^{\beta} g_{\beta}^{\alpha}(q) \frac{\partial \mathcal{L}}{\partial \lambda^{\alpha}}+\dot{q}^{C} \frac{\partial X^{A}}{\partial q^{C}} \frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}=\frac{\partial F}{\partial q^{B}} \dot{q}^{B} \tag{8}
\end{equation*}
$$

while

$$
\begin{aligned}
T \mathcal{F} L_{1}\left(\bar{X}^{c}\right)= & X^{A} \frac{\partial}{\partial q^{A}}+\lambda^{\beta} g_{\beta}^{\alpha} \frac{\partial}{\partial \lambda^{\alpha}} \\
& +\left(X^{A} \frac{\partial^{2} \mathcal{L}}{\partial q^{A} \partial \dot{q}^{B}}+\lambda^{\beta} g_{\beta}^{\alpha} \frac{\partial^{2} \mathcal{L}}{\partial \lambda^{\alpha} \partial \dot{q}^{B}}+\dot{q}^{C} \frac{\partial X^{A}}{\partial q^{C}} \frac{\partial^{2} \mathcal{L}}{\partial \dot{q}^{A} \partial \dot{q}^{B}}\right) \frac{\partial}{\partial p_{B}}
\end{aligned}
$$

Taking the derivative $\partial / \partial \dot{q}^{B}$ in (8), and substituting into the last expression we get

$$
T \mathcal{F} L_{1}\left(\bar{X}^{c}\right)=X^{A} \frac{\partial}{\partial q^{A}}+\lambda^{\beta} g_{\beta}^{\alpha} \frac{\partial}{\partial \lambda^{\alpha}}+\left(\frac{\partial F}{\partial q^{B}}-p_{A} \frac{\partial X^{A}}{\partial q^{B}}\right) \frac{\partial}{\partial p_{B}}
$$

which is just $\bar{X}_{\mid M_{1}}^{c *}+\left(\left(\partial F / \partial q^{A}\right)\left(\partial / \partial p_{A}\right)\right)_{\mid M_{1}}$. Now, it is clear that

$$
T \mathcal{F} L_{k}\left(\bar{X}_{\mid P_{k}}^{c}\right)=\bar{X}_{\mid M_{k}}^{c *}+\left(\frac{\partial F}{\partial q^{A}} \frac{\partial}{\partial p_{A}}\right)_{\mid M_{k}}=Y_{\mid M_{k}} \quad \text { with } Y_{\mid M_{k}} \in \mathfrak{X}\left(M_{k}\right) \forall k \geq 1 .
$$

Finally, (2) can be proven using similar arguments as in Proposition 7. Firstly, if $Z$ is a vector field on $M_{1}$ and $U$ a vector field on $T P$ projecting onto it by $\mathcal{F} L$, then for any $z \in M_{1}$ and arbitrary $x \in \mathcal{F} L^{-1}(z)$,

$$
\begin{aligned}
i_{T \mathcal{F} L\left(\bar{X}^{c}\right)} \omega_{1}(z)\left(Z_{z}\right) & =\omega_{1}(z)\left(T \mathcal{F} L\left(\bar{X}_{x}^{c}\right), T \mathcal{F} L\left(U_{x}\right)\right)=\left(\mathcal{F} L^{*} \omega_{1}\right)(x)\left(\bar{X}_{x}^{c}, U_{x}\right) \\
& =\omega_{\mathcal{L}}(x)\left(\bar{X}_{x}^{c}, U_{x}\right)=\mathrm{d}\left(i_{\bar{X}^{c}} \theta \mathcal{L}-F^{v}\right)(x)\left(U_{x}\right) \\
& =\mathrm{d}\left(\mathcal{F} L^{*}\left(\iota \bar{X}(\theta)-F^{v *}\right)\right)\left(U_{x}\right)=\mathrm{d}\left(\iota \bar{X}(\theta)-F^{v *}\right)\left(T \mathcal{F} L\left(U_{x}\right)\right) \\
& =\mathrm{d}\left(\iota \bar{X}(\theta)-F^{v *}\right)\left(Z_{z}\right)
\end{aligned}
$$

Secondly, $h_{1}$ is invariant by $T \mathcal{F} L\left(\bar{X}^{c}\right)$ due to

$$
L_{T \mathcal{F} L\left(\bar{X}^{c}\right)}\left(h_{1}\right)=L_{\bar{X}^{c}} \mathcal{F} L^{*}\left(h_{1}\right)=L_{\bar{X}^{c}}\left(E_{\mathcal{L}}\right)=0
$$

Therefore, $\left(\bar{X}^{c *}+\left(\partial F / \partial q^{A}\right)\left(\partial / \partial p_{A}\right)\right)_{\mid M_{f}}$ is a Cartan symmetry for $\mathfrak{X}^{\omega_{1}}\left(M_{f}\right)$ with $\iota \bar{X}(\theta)-$ $F^{v *}$ the associated constant of the motion.

It is possible to find a submanifold $\mathcal{S} \subseteq P_{f}$ on which there exists a tangent solution $\Gamma_{\mathcal{L}} \in T \mathcal{S}$, satisfying the SODE condition [14]. Let $\Upsilon$ be a vector field on $M_{f}$ satisfying (7) and $\Gamma \in \mathfrak{X}\left(P_{f}\right)$ a vector field which projects onto $\Upsilon$. Now define the mapping

$$
\begin{array}{cccc}
\sigma: & M_{f} & \rightarrow & P_{f} \\
y & \mapsto & T \tau_{P}(\Gamma(x))
\end{array}
$$

where $\tau_{P}: T P \rightarrow P$ is the canonical projection and $\mathcal{F} L_{f}(x)=y$. Observe that $\sigma$ is well defined as it does not depend on the choice of $x \in \mathcal{F} L_{f}^{-1}(y)$, because $\Gamma$ is $\mathcal{F} L$-projectable. In fact, $\sigma$ is a section of $\mathcal{F} L_{f}, \mathcal{F} L_{f} \circ \sigma=i \mathrm{~d}_{\mid M_{f}}$ and its image $\sigma\left(M_{f}\right)=\mathcal{S}$ is a submanifold of $P_{f}$. The vector field $\Gamma_{\mathcal{L}} \circ \sigma=T \sigma(\Upsilon)$ satisfies

$$
\left(i_{\Gamma_{\mathcal{L}}} \omega_{\mathcal{L}}=\mathrm{d} E_{\mathcal{L}}\right)_{\mid \mathcal{S}}
$$

and the SODE condition, $S\left(\Gamma_{\mathcal{L}}\right)=\Delta$.
Locally,

$$
\Gamma_{\mathcal{L}}=\dot{q}^{A} \frac{\partial}{\partial q^{A}}+\dot{\lambda}^{\alpha} \frac{\partial}{\partial \lambda^{\alpha}}+C^{A} \frac{\partial}{\partial \dot{q}^{A}}+D^{\alpha} \frac{\partial}{\partial \dot{\lambda}^{\alpha}}
$$

for certain functions $C^{A}=C^{A}(q, \lambda, \dot{q}, \dot{\lambda})$ and $D^{\alpha}=D^{\alpha}(q, \lambda, \dot{q}, \dot{\lambda})$.
Notice that $\mathcal{S}$ and $M_{f}$ are diffeomorphic by $\sigma$ and $\mathcal{F} L_{f \mid \mathcal{S}}=\sigma^{-1}$ and that the dynamics on them are equivalent. Then, we have a complete equivalence between symmetries and constants of the motion on both the Lagrangian and the Hamiltonian sides via $\sigma$ and $\mathcal{F} L_{f \mid \mathcal{S}}$.

## 6. Constants of the motion given by the action of a Lie group

We particularize now the results given in Sections 4 and 5 to the case of a Lie group $G$ which acts on $Q, \Phi: G \times Q \rightarrow Q$, freely and properly. We will make use of it in the applications that follow.

As we have seen, if $\Phi: G \times Q \rightarrow Q$ verifies $L \circ T \Phi_{g}=L$ and $T \Phi_{g}(M)=M \forall g \in G$, then we can build an action on $P, \Psi: G \times P \rightarrow P$ as $\Psi_{g}(q, \lambda)=\left(\Phi_{g}(q), \bar{\Lambda}_{\beta}^{\alpha}(g)(q) \lambda^{\beta}\right)$ such that its complete lift to $T P, \Psi^{T}: G \times T P \rightarrow T P$ satisfies $\mathcal{L} \circ \Psi_{g}^{T}=\mathcal{L} \forall g \in G$. This implies that $\Psi^{T}$ restricts to well-defined actions $\Psi_{\mid P_{k}}^{T} \equiv \Psi_{k}^{T}: G \times P_{k} \rightarrow P_{k} \forall k$.

Let $\xi$ be an element in $\mathfrak{g}$, the Lie algebra of $G$. Denote by $\xi_{P}$ (respectively $\xi_{P_{k}}, \xi_{Q}$ ) the vector field generated by the flow $\Psi_{\exp (t \xi)}$ (respectively $\left.\left(\Psi_{k}^{T}\right)_{\exp (t \xi)}, \Phi_{\exp (t \xi)}\right)$. Then, as a consequence of Proposition 7 we have that $\xi_{P}$ is a VIS for $(L, M)$ on $P, \xi_{P_{f}}$ is a dynamical symmetry for $\mathfrak{X}^{\omega} \mathcal{L}\left(P_{f}\right)$ and

$$
\begin{array}{rllllc}
J_{f}: P_{f} & \rightarrow & \mathfrak{g}^{*} & & & \\
x & \mapsto & J_{f}(x): & \mathfrak{g} & \rightarrow & \mathbb{R} \\
& & & \xi & \mapsto & J_{f}(\xi)(x)=i_{\xi_{P}} \theta_{\mathcal{L}}(x)
\end{array}
$$

is a momentum map for the presymplectic system $\left(P_{f}, \omega_{P_{f}}, \mathrm{~d} E_{\mathcal{L} \mid P_{f}}\right)$. We will call it the vakonomic momentum map [1,12]. Therefore, we have that $J_{f}(\xi): P_{f} \rightarrow \mathbb{R}, x \mapsto$ $J_{f}(\xi)(x)=J_{f}(x)(\xi)$ is a constant of the motion.

If $\xi_{Q}(q)=\xi_{Q}^{A}(q)\left(\partial / \partial q^{A}\right)$ and $\xi_{P}(q, \lambda)=\xi_{Q}^{A}(q)\left(\partial / \partial q^{A}\right)+\xi_{\beta}^{\alpha}(q) \lambda^{\beta}\left(\partial / \partial \lambda^{\alpha}\right)$, then, given $x \in P_{f}$, we have,

$$
J_{\xi}(x)=i_{\xi_{P_{k}}} \theta \mathcal{L}(x)=\frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}(x) \xi_{Q}^{A}(x)=\left(\frac{\partial L}{\partial \dot{q}^{A}}+\lambda^{\alpha} \frac{\partial \phi_{\alpha}}{\partial \dot{q}^{A}}\right)(x) \xi_{Q}^{A}(x)
$$

Using this momentum map, one can perform a presymplectic reduction as developed in [11].

On the other hand, the action $\Psi: G \times P \rightarrow P$ can be lifted to $T^{*} P, \Psi^{T *}: G \times T^{*} P \rightarrow$ $T^{*} P$ as follows. Let $\alpha_{(q, \lambda)}$ be a 1-form in $T_{(q, \lambda)}^{*} P$. Then $\Psi_{g}^{T *}\left(\alpha_{(q, \lambda)}\right) \in T_{\Psi_{g}(q, \lambda)}^{*} P$ will be such that

$$
\Psi_{g}^{T *}\left(\alpha_{(q, \lambda)}\right)(v)=\alpha_{(q, \lambda)}\left(\Psi_{g^{-1}}^{T}(v)\right)
$$

for every $v \in T_{\Psi_{g}(q, \lambda)} P$. In coordinates $\Psi_{g}^{T *}$ reads as

$$
\begin{aligned}
& \Psi_{g}^{T *}\left(q^{A}, \lambda^{\alpha}, p_{A}, p_{\alpha}\right) \\
& \quad=\left(\Phi_{g}^{A}(q), \Lambda_{\beta}^{\alpha}(g)(q) \lambda^{\beta}, p_{B} \frac{\partial \Phi_{g^{-1}}^{B}}{\partial q^{A}}+p_{\alpha} \lambda^{\beta} \frac{\partial \Lambda_{\beta}^{\alpha}\left(g^{-1}\right)}{\partial q^{A}}, p_{\beta} \Lambda_{\alpha}^{\beta}\left(g^{-1}\right)(q)\right) .
\end{aligned}
$$

This action restricts to $M_{1}$ and it is the $\mathcal{F} L_{1}$-projection of $\Psi^{T}$. To check this, observe that, since $\mathcal{L} \circ \Psi^{T}=\mathcal{L} \forall g \in G$, after a straightforward computation, we have

$$
\frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}(x)=\frac{\partial \mathcal{L}}{\partial \dot{q}^{B}}\left(\Psi_{g}^{T}(x)\right) \frac{\partial \Phi_{g}^{B}}{\partial q^{A}}(x)
$$

for $x \in P_{1}$. Then,

$$
\begin{aligned}
& \mathcal{F} L(x)=\mathcal{F} L\left(q^{A}, \lambda^{\alpha}, \dot{q}^{A}, \dot{\lambda}^{\alpha}\right)=\left(q^{A}, \lambda^{\alpha}, \frac{\partial \mathcal{L}}{\partial \dot{q}^{B}}\left(\Psi_{g}^{T}(x)\right) \frac{\partial \Phi_{g}^{B}}{\partial q^{A}}(x), 0\right), \\
& \Psi_{g}^{T *}(\mathcal{F} L(x))=\left(\Phi_{g}^{B}(q), \Lambda_{\beta}^{\alpha}(g)(q) \lambda^{\beta}, \frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}\left(\Psi_{g}^{T}(x)\right), 0\right)
\end{aligned}
$$

But

$$
\mathcal{F} L\left(\Psi_{g}^{T}(x)\right)=\left(\Phi_{g}^{B}(q), \Lambda_{\beta}^{\alpha}(q) \lambda^{\alpha}, \frac{\partial \mathcal{L}}{\partial \dot{q}^{A}}\left(\Psi_{g}^{T}(x)\right), 0\right) .
$$

That is, $\Psi_{g}^{T *}(\mathcal{F} L(x))=\mathcal{F} L\left(\Psi_{g}^{T}(x)\right) \in M_{1}$ for all $x \in P_{1}$, so for all $g \in G$ the following diagrams

$$
\begin{gathered}
P_{k} \xrightarrow{\mathcal{F} L} M_{k} \\
\left(\Psi_{k}^{T}\right)_{g} \downarrow \\
\quad \downarrow\left(\Psi_{k}^{T *}\right)_{g} \equiv\left(\Psi_{\mid M_{k}}^{T *}\right)_{g} \\
P_{k} \xrightarrow{\mathcal{F} L} \\
M_{k}
\end{gathered}
$$

are commutative. Therefore, the actions $\Psi_{k}^{T}$ and $\Psi_{k}^{T *}$ are equivalent for all $k$, through the Legendre transformation.

If $\xi_{M_{k}}$ denotes the vector field generated by $\left(\Psi_{k}^{T *}\right)_{\exp (t \xi)}, \xi \in \mathfrak{g}$, then, by Proposition 9 , we have that $\mathcal{F} L_{*}\left(\xi_{P_{k}}\right)=\xi_{M_{k}} \forall k$ and

$$
\begin{array}{ccccccc}
\tilde{J}_{f}: & M_{k} & \rightarrow & \mathfrak{g}^{*} & & & \\
z & \mapsto & J_{f}(z): & \mathfrak{g} & \rightarrow & \mathbb{R} \\
& & & & \xi & \mapsto & \tilde{J}_{f}(\xi)(z)=\iota \xi_{P}(z)
\end{array}
$$

is a momentum map associated to $\Psi_{f}^{T *}$ such that $\mathcal{F} L^{*} \tilde{J}_{f}=J_{f}$, which gives the constants of the motion $\tilde{J}_{f}(\xi): P_{f} \rightarrow \mathbb{R}, z \mapsto \tilde{J}_{f}(\xi)(z)$. Locally, $\tilde{J}_{f}$ simply reads as $\tilde{J}_{f}(\xi)(z)=$ $p_{A}(z) \xi_{Q}^{A}(z)$.

## 7. Applications to control theory

In this section, we describe optimal control problems in terms of vakonomic mechanics and apply the theory of symmetries developed in the preceding sections.

### 7.1. General optimal control problems

A general optimal control problem consists of a set of differential equations

$$
\begin{equation*}
\dot{x}^{i}=f^{i}(x(t), u(t)), \quad 1 \leq i \leq n \tag{9}
\end{equation*}
$$

where $x^{i}$ denote the states and $u$ the control variables, and a cost function $L(x, u)$. Given initial and final states $x_{0}, x_{f}$, the objective is to find a $C^{2}$-piecewise smooth curve $c(t)=$
$(x(t), u(t))$ such that $x\left(t_{0}\right)=x_{0}, x\left(t_{f}\right)=x_{f}$, satisfying the control equations (9) and minimizing the functional

$$
\mathcal{J}(c)=\int_{t_{0}}^{t_{f}} L(x(t), u(t)) \mathrm{d} t
$$

In a global description, one assumes an affine bundle structure $\pi: N \rightarrow B$, where $B$ is the configuration manifold with local coordinates $x^{i}$ and $N$ the bundle of controls, with local coordinates $\left(x^{i}, u^{a}\right)$.

The ordinary differential equations (9) on $B$ depending on the parameters $u$ can be seen as a vector field $\Gamma$ along the projection map $\pi$, i.e. $\Gamma$ is a smooth map $\Gamma: N \rightarrow T B$ such that the diagram

is commutative. This vector field is locally written as $\Gamma=f^{i}(x, u)\left(\partial / \partial x^{i}\right)$.
In the following, similarly to [15], we show how this kind of problems admit a formulation in terms of vakonomic dynamics. Consider the cost function $L: N \rightarrow \mathbb{R}$ and its pullback $\tau_{N}^{*} L$ to $T N$. Let us define the set

$$
M=\left\{v \in T N \mid \pi_{*}(v)=\Gamma\left(\tau_{N}(v)\right)\right\}
$$

and assume that it is a submanifold of $T N$. Locally, this submanifold is defined by the conditions $\dot{x}^{i}=f^{i}(x, u), 1 \leq i \leq n$, which are just the differential equations (9). Then, to solve the vakonomic problem with Lagrangian $\tau_{N}^{*} L: T N \rightarrow \mathbb{R}$ and constraint submanifold $M \subset T N$ is equivalent to solve the original general optimal control problem. Moreover, one can make use of the already developed theory of the dynamics of vakonomic systems in the singular Lagrangian framework and of the different types of symmetries associated to such systems, to analyse general control problems.

Remark 10. An alternative way of rephrasing the general optimal control problem in terms of a constrained variational problem is considered in [3,4]. Assuming that Eq. (9) determines $u$ as a function of $(x, \dot{x})$, one can pose the vakonomic problem with Lagrangian $L=L(x, u(x, \dot{x}))$ and constraints $\dot{x}-f(x, u(x, \dot{x}))$ on $T B$. In particular, it can be shown that the condition found in [3] to be able to generalize the Legendre transformation arises naturally in the vakonomic setting as the compatibility condition between the Lagrangian and the constraints [8,23], provided $L$ is regular.

If one performs the Gotay-Nester algorithm with the extended Lagrangian $\mathcal{L}=L+$ $\lambda_{i}\left(\dot{x}^{i}-f^{i}(x, u)\right)$, one finds that the second constraint submanifold $P_{2}$ is the final constraint manifold if and only if the matrix

$$
W_{a b}=\frac{\partial^{2} L}{\partial u^{a} \partial u^{b}}-\lambda_{i} \frac{\partial^{2} f^{i}}{\partial u^{a} \partial u^{b}}
$$

is invertible, which is exactly the characterization found in [10] for the so-called regular optimal control problem.

On the other hand, one can easily state a version of the Noether's theorem for general optimal control problems.

Proposition 11 (Noether's theorem). Consider a regular optimal control problem. Let $X \in \mathfrak{X}(N)$ be a vakonomic Noether symmetry $(V N S)$ for $\left(\tau_{N}^{*} L, M\right)$ with associated function $F: N \rightarrow \mathbb{R}$. Then $F^{v}-i_{\bar{X}}{ }^{c} \theta_{\mathcal{L}}: P_{2} \rightarrow \mathbb{R}$ is a constant of the motion along any optimal trajectory.

Locally, if $X=X^{i}(x, u)\left(\partial / \partial x^{i}\right)+X^{a}(x, u)\left(\partial / \partial u^{a}\right)$, then $\bar{X}=X+g_{j}^{i}(x, u) \lambda_{i}\left(\partial / \partial \lambda_{j}\right)$ for some $\left(g_{j}^{i}\right): N \rightarrow \mathfrak{g l}(n, \mathbb{R})$, and the constant of the motion reads locally as

$$
F^{v}-i_{\bar{X}^{c}} \theta_{\mathcal{L}}=F^{v}-\frac{\partial \mathcal{L}}{\partial \dot{x}^{i}} X^{i}-\frac{\partial \mathcal{L}}{\partial \dot{u}^{a}} X^{a}=F^{v}-\sum_{i=1}^{n} \lambda_{i} X^{i}
$$

This result is a corollary of Proposition 7 when applied to general optimal control problems.
This theorem generalizes the results obtained in [10].

### 7.2. Optimal control problems for kinematic locomotion systems

In the following, we shall focus our attention on a more concrete type of optimal control problems associated to kinematic locomotion systems.

Robotic locomotion can be described via a trivial principal bundle ( $Q, B, \pi, G$ ) equipped with a connection $\mathcal{A}$. Examples of locomotion systems described in this framework include legged robots, snake-like robots and wheeled mobile robots [16]. Even the motion of paramecia in fluids at very low Reynolds number can be understood by calculating the geometric phase with respect to a certain connection, determined by the underlying fluid dynamics [34]. We remark here that there is also another important type of problems which do not fall into this category, the so-called dynamic locomotion systems. A well-known example of this kind of problems is the snakeboard [5,29]. A treatment of the optimal control problem of such systems using Lagrangian reduction has been developed in [17] and has also been considered within a vakonomic perspective in [9].

Basically, $B=Q / G$ represents the shape space of the robot, $G$ the manifold consisting of all possible positions and orientations of the robot in its environment and $Q$ the system's space of configurations. The rigid motions of the system are given by a free and proper left action of $G$ on $Q, \Phi: G \times Q \rightarrow Q$ (left multiplication on $Q$ ). The relevant kinematics of the locomotion system is modelled in terms of a connection $\mathcal{A}: T Q \rightarrow \mathfrak{g}^{*}$. Indeed, the horizontal subspace of $\mathcal{A}$ will be the set of velocities for which the constraints on the system (usually of non-slipping-type) are satisfied.

Now, a closed path in the shape space $B$ induces a net motion in the group variables, which is nothing but the holonomy of the connection $\mathcal{A}$ associated to the concrete path.

Denote by $\left(r^{a}\right)$ the local coordinates in the quotient $B$ and by $\left(r^{a}, g^{\alpha}\right)$ the fibred coordinates on $Q$ such that the surjective submersion $\pi$ reads as $\pi\left(r^{a}, g^{\alpha}\right)=\left(r^{a}\right)$. Then, if $\tilde{g}$ is
a Riemannian metric on $B$, define the cost function $C$ of the problem

$$
C(r, \dot{r})=\frac{1}{2} \tilde{g}_{a b} \dot{r}^{a} \dot{r}^{b}
$$

where $\tilde{g}_{a b}$ are the components of the metric on $B$ in the local chart $\left(r^{a}\right)$. Now, consider the following control problem.

Strong optimal control problem for robotic locomotion. Given two points $q_{0}, q_{1}$ in $Q$, find the optimal controls $u(\cdot)$ which steer the system from $q_{0}$ to $q_{1}$ and minimize $\int_{0}^{1} C(r, u) \mathrm{d} t$ subject to the constraints $\dot{r}=u, g^{-1} \dot{g}=-\mathcal{A}_{\text {loc }}(r) u$.

Observe that the statement of the optimal control problem is equivalent to the vakonomic problem on $Q$ corresponding to the Lagrangian function $L: T Q \rightarrow \mathbb{R}$ defined as $L\left(v_{q}\right)=$ $\frac{1}{2} \tilde{g}\left(\pi_{*} v_{q}, \pi_{*} v_{q}\right)$, or, in fibre coordinates

$$
L(r, g, \dot{r}, \dot{g})=\frac{1}{2} \tilde{g}_{a b}(r) \dot{r}^{a} \dot{r}^{b}
$$

and the constraint submanifold $M=H \subseteq T Q$, the horizontal subspace of the connection $\mathcal{A}$. That is, $M=\left\{v_{q} \mid \mathcal{A}\left(v_{q}\right)=0\right\}=\left\{(r, g, \dot{r}, \dot{g}) \mid \dot{g}+g \mathcal{A}_{\text {loc }}(r) \dot{r}=0\right\}$. In what follows, we fix a basis $\left\{e_{1}, \ldots, e_{m}\right\}$ of the Lie algebra $\mathfrak{g}$. Then we have $\mathcal{A}\left(v_{q}\right)=\mathcal{A}^{\alpha}\left(v_{q}\right) e_{\alpha}$, where $\mathcal{A}^{\alpha}$ are functions on $T Q$ defining $M$ globally. Alternatively, we can write

$$
\mathcal{A}_{\mathrm{loc}}(r) \dot{r}=\mathcal{A}_{a}^{\alpha}(r) \dot{r}^{a} e_{\alpha}, \quad T L_{g} e_{\alpha}=M_{\alpha}^{\beta}(g) \frac{\partial}{\partial g^{\beta}}
$$

and consider the constraint functions $\phi^{\alpha}=\dot{g}^{\alpha}+\mathcal{A}_{a}^{\beta}(r) \dot{r}^{a} M_{\beta}^{\alpha}(g), 1 \leq \alpha \leq m$. These functions define $M$ locally (because of the choice of coordinates). However, we will use them in our description, for reasons that will be more clear later.

Now, we apply the theory explained in former sections to the extended Lagrangian $\mathcal{L}=$ $L+\lambda_{\alpha} \phi^{\alpha}$ defined on $T P=T\left(Q \times \mathbb{R}^{m}\right)$, and see what happens. By the equivalence theorem, we can perform the constraint algorithm either in the Lagrangian context or in the Hamiltonian one, provided that our Lagrangian $\mathcal{L}$ is almost regular.

In our case, the local expression of the Legendre transformation is

$$
\left(r^{a}, g^{\alpha}, \lambda_{\alpha}, \dot{r}^{a}, \dot{g}^{\alpha}, \dot{\lambda}_{\alpha}\right) \stackrel{\mathcal{F} L}{\mapsto}\left(r^{a}, g^{\alpha}, \lambda_{\alpha}, \tilde{g}_{a b} \dot{r}^{b}+\lambda_{\alpha} M_{\beta}^{\alpha}(g) \mathcal{A}_{a}^{\beta}(r), \lambda_{\alpha}, 0\right)
$$

Observe that

$$
z=\left(r^{a}, g^{\alpha}, \lambda_{\alpha}, p_{a}, p_{\alpha}, p^{\alpha}\right) \in \mathcal{F} L(T P) \Leftrightarrow p^{\alpha}=0, p_{\alpha}=\lambda_{\alpha} \quad \forall \alpha
$$

The right implication is clear, while the left one is equivalent to say that

$$
\mathcal{F} L^{-1}(z)=\left\{\left(r^{a}, g^{\alpha}, \lambda_{\alpha}, \tilde{g}^{a b}\left(p_{b}-\lambda_{\alpha} M_{\beta}^{\alpha} \mathcal{A}_{b}^{\beta}\right), \dot{g}^{\alpha}, \dot{\lambda}_{\alpha}\right) \mid \dot{g}^{\alpha}, \dot{\lambda}_{\alpha} \in \mathbb{R}^{m}\right\}
$$

which can be identified with $\mathbb{R}^{2 m}$. Then, by the rank theorem, $M_{1}=\mathcal{F} L(T P)$ is the manifold with atlas given by the local charts $\left\{\left(r^{a}, g^{\alpha}, \lambda_{\alpha}, p_{a}\right)\right\}$, embedded into $T^{*} P$ as

$$
\begin{array}{cccc}
j: & M_{1} & \hookrightarrow & T^{*} P \\
& \left(r^{a}, g^{\alpha}, \lambda_{\alpha}, p_{a}\right) & \mapsto & \left(r^{a}, g^{\alpha}, \lambda_{\alpha}, p_{a}, \lambda_{\alpha}, 0\right)
\end{array}
$$

Besides, $\mathcal{F} L^{-1}(z) \equiv \mathbb{R}^{2 m}$ are connected submanifolds of $P_{1} \forall z \in M_{1}$. Hence, $\mathcal{L}$ is almost regular and so we can perform the constraint algorithm on $M_{1}$.

Notice that the dimension of $M_{1}$ is just $2 n$ and that we can regard the Lagrange multipliers $\lambda^{\alpha}$ as the generalized momenta corresponding to $g^{\alpha}$. Now, consider the pullback of the canonical 1-form $\omega_{P}$ of $T^{*} P$ to $M_{1}$. We obtain

$$
\omega_{1}=j^{*} \omega_{P}=\mathrm{d} r^{a} \wedge \mathrm{~d} p_{a}+\mathrm{d} g^{\alpha} \wedge \mathrm{d} \lambda_{\alpha}
$$

which is clearly symplectic. $\left(M_{1}, \omega_{1}, h_{1}\right)$ is then a symplectic system, where $h_{1}: M_{1} \rightarrow \mathbb{R}$ is the push forward by $\mathcal{F} L$ of the energy $E_{\mathcal{L}}$. The local explicit expression for $h_{1}$ is

$$
h_{1}=\frac{1}{2} \tilde{g}^{c d}(r)\left(p_{c}-\mathcal{A}_{c}^{\alpha}(r) M_{\alpha}^{\beta}(g) \lambda_{\beta}\right)\left(p_{d}-\mathcal{A}_{d}^{\alpha}(r) M_{\alpha}^{\beta}(g) \lambda_{\beta}\right)
$$

Therefore, the Gotay-Nester algorithm for this system will stop at the first step and we have a well-defined solution of the vakonomic problem, and of the optimal control problem, on $M_{1}$.

Remark 12. In [25], the author proves a nice theorem which essentially asserts that a curve $q(t)$ in $Q$ is a solution of the optimal control problem if and only if there is a curve $z(t)$ in $T^{*} Q$ satisfying $\tau_{Q}(z(t))=q(t)$, which is a solution curve of a Hamilton differential equation with Hamiltonian $H_{0}$. To define $H_{0}$, we first take $\mathbf{h}: \pi^{*}(T(Q / G)) \rightarrow T Q$ the horizontal lift operator associated to the connection $\mathcal{A}$ and consider the dual operator

$$
\begin{array}{ccc}
\mathbf{h}^{*}: \quad T^{*} Q & \rightarrow & \pi^{*}(T(Q / G))^{*} \\
p_{q} & \mapsto & \mathbf{h}_{q}^{*}\left(p_{q}\right) \in T_{\pi(q)}^{*}(Q / G)
\end{array}
$$

Next, using the vector bundle isomorphisms induced by $\tilde{g}, b: T(Q / G) \rightarrow T^{*}(Q / G)$ and $\sharp: T^{*}(Q / G) \rightarrow T(Q / G)$, where $b(X)(Y)=\tilde{g}(X, Y)$ and $\sharp=b^{-1}$, define $H_{0}$ as

$$
H_{0}(q, p)=\frac{1}{2} \tilde{g}\left(\sharp \mathbf{h}_{q}^{*} p, \not \sharp \mathbf{h}_{q}^{*} p\right)
$$

The relation between this result and what we have obtained here is the following. We can embed the manifold $M_{1}$ into $T^{*} Q$ simply as

$$
i: \begin{array}{cccc}
M_{1} & \rightarrow & T^{*} Q \\
& \left(r^{a}, g^{\alpha}, \lambda_{\alpha}, p_{a}\right) & \mapsto & \left(r^{a}, g^{\alpha}, p_{a}, \lambda_{\alpha}\right)
\end{array}
$$

regarding the $\lambda_{\alpha}$ as the generalized momenta corresponding to $g^{\alpha}$. Now, some easy computations prove that the next diagram

is commutative. The point we want to stress here is that the formulation of our problem in vakonomic terms and the use, via the extended Lagrangian, of tools of singular Lagrangian theory has led us to the same results of $[18,25]$ in a straightforward way.

The action of the Lie group $G$ on $T Q$ leaving invariant the Lagrangian $L$ and the constraint submanifold $M$ can be lifted to an action on $T P$ leaving invariant the extended Lagrangian $\mathcal{L}$. Take $g \in G$ and consider the diffeomorphism $\Phi_{g}: Q \rightarrow Q$. Since $L=L(r, \dot{r})$, we have that $L \circ T \Phi_{g}=L$. After some computations it can be verified that

$$
\phi^{\alpha} \circ T \Phi_{h}=\Lambda_{\gamma}^{\alpha}(g, h) \phi^{\gamma}
$$

where $T_{g} L_{h}\left(\partial / \partial g^{\gamma}\right)_{g}=\Lambda_{\gamma}^{\beta}(g, h)\left(\partial / \partial g^{\beta}\right)_{h g}$. In addition, as $L_{h}=L_{h g} \circ L_{g^{-1}}$, we get $\Lambda_{\gamma}^{\alpha}(g, h)=M_{\beta}^{\alpha}(h g) \bar{M}_{\gamma}^{\beta}(g)$, where $\bar{M}(g)$ denotes the inverse matrix of $M(g)$.

Consequently, we have an action of the Lie group on the manifold $M_{1}$ given by

$$
\begin{array}{ccc}
G \times M_{1} & \rightarrow & M_{1} \\
(h,(r, g, \lambda, p)) & \mapsto & \left(r, h g, \bar{\Lambda}\left(g, h^{-1}\right) \lambda, p\right)
\end{array}
$$

It is easy to see that this action is free and proper, and leaves invariant the symplectic form $\omega_{1}$ and the Hamiltonian $h_{1}$.

Now, we perform a Poisson reduction on $\left(M_{1}, \omega_{1}, h_{1}\right)$. We choose local coordinates ( $r^{a}, \mu_{\alpha}, p_{a}$ ) on $M_{1} / G$, just taking the representative ( $r^{a}, e, \mu_{\alpha}, p_{a}$ ) of each equivalence class. Then, the equations of motion on $M_{1} / G$ are

$$
\begin{align*}
& \dot{r}^{a}=\tilde{g}^{a d}\left(p_{d}-\mathcal{A}_{d}^{\alpha}(r) \mu_{\alpha}\right), \\
& \dot{p}_{a}=\tilde{g}^{c d} \frac{\partial \mathcal{A}_{c}^{\alpha}}{\partial r^{a}} \mu_{\alpha}\left(p_{d}-\mathcal{A}_{d}^{\alpha}(r) \mu_{\alpha}\right)-\frac{1}{2} \frac{\partial \tilde{g}^{c d}}{\partial r^{a}}\left(p_{c}-\mathcal{A}_{c}^{\alpha}(r) \mu_{\alpha}\right)\left(p_{d}-\mathcal{A}_{d}^{\alpha}(r) \mu_{\alpha}\right), \\
& \dot{\mu}_{\alpha}=\dot{r}^{c} \mathcal{A}_{c}^{\beta} c_{\alpha \beta}^{\gamma} \mu_{\gamma} \tag{10}
\end{align*}
$$

where $c_{\alpha \beta}^{\gamma}$ are the structural constants of the Lie algebra $\mathfrak{g}$. Through the change of coordinates $\tilde{p}_{a}=p_{a}-\mathcal{A}_{a}^{\alpha}(r) \mu_{\alpha}$, the equations of motion (10) take the simpler form

$$
\begin{equation*}
\dot{r}^{a}=\tilde{g}^{a d} \tilde{p}_{d}, \quad \dot{\tilde{p}}_{a}=\mu_{\alpha} \mathcal{B}_{c a}^{\alpha} \dot{r}^{c}-\frac{1}{2} \frac{\partial \tilde{g}^{c d}}{\partial r^{a}} \tilde{p}_{c} \tilde{p}_{d}, \quad \dot{\mu}_{\alpha}=\dot{r}^{c} \mathcal{A}_{c}^{\beta} c_{\alpha \beta}^{\gamma} \mu_{\gamma} \tag{11}
\end{equation*}
$$

where $\mathcal{B}_{c a}^{\alpha}=\left(\partial \mathcal{A}_{c}^{\alpha} / \partial r^{a}\right)-\left(\partial \mathcal{A}_{a}^{\alpha} / \partial r^{c}\right)-c_{\beta \gamma}^{\alpha} \mathcal{A}_{a}^{\beta} \mathcal{A}_{c}^{\gamma}$ are the local coefficients of the curvature of the connection $\mathcal{A}$. Eqs. (11) are precisely Wong's equations [17,24,25]. Here it is the reason why in the beginning of this section we chose the constraint functions $\phi^{\alpha}$ and not the $\mathcal{A}^{\alpha}$. Although both formulations are clearly equivalent, the derivation of Wong's equations is more straightforward with the choice done.

If we perform a symplectic reduction on the symplectic manifold $\left(M_{1}, \omega_{1}\right)$, we indeed obtain reduced symplectic manifolds. A standard result in the theory of Hamiltonian systems with symmetry (see Theorem 6.48 in [28]) states that the reduced symplectic manifolds obtained by using the momentum map can be seen as submanifolds of $M_{1} / G$; more precisely, they constitute the canonical symplectic foliation of the Poisson structure.
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## Appendix A

We briefly review in this section the basic notions of vertical and complete lifts of vector fields and functions. We refer to $[21,35]$ for a comprehensive treatment of the subject.

Let $\left(y^{a}\right)$ be local coordinates of a manifold $N$ and let $\left(y^{a}, \dot{y}^{a}\right)$ (respectively $\left(y^{a}, p_{a}\right)$ ) be the induced fibred coordinates in $T N$ (respectively $T^{*} N$ ). Consider a vector field $Y \in \mathscr{X}(N)$ with local expression $Y=Y^{a}\left(\partial / \partial y^{a}\right)$ and let $F: N \rightarrow \mathbb{R}$ be a function on $N$.

A 1 -form $\beta$ in $N$ can be regarded as a function in $T N$. We denote it as $\iota \beta$. If $\beta$ is locally written as $\beta=\beta_{a} \mathrm{~d} y^{a}$, then $\iota \beta$ reads as $\iota \beta=\beta_{a} y^{a}$. Similarly, $\iota Y$ is the function given as

$$
\iota Y: \begin{array}{ccc}
T^{*} N & \rightarrow & \mathbb{R} \\
\left(y^{a}, p_{a}\right) & \mapsto & \mapsto Y\left(y^{a}, p_{a}\right)=p_{a} Y^{a}
\end{array}
$$

The complete lift of $F$ to $T N$ is another function $F^{c}: T N \rightarrow \mathbb{R}$, defined as $F^{c}=\iota(\mathrm{d} F)$. Locally, $F^{c}=\left(\partial F / \partial y^{a}\right) \dot{y}^{a}$.

The complete lift of $Y$ to $T N$ is the unique vector field $Y^{c} \in \mathfrak{X}(T N)$ such that $\forall F \in$ $C^{\infty}(N), Y^{c}\left(F^{c}\right)=(Y F)^{c}$. The local expression for $Y$ is

$$
Y^{c}=Y^{a} \frac{\partial}{\partial y^{a}}+\dot{y}^{b} \frac{\partial Y^{a}}{\partial y^{b}} \frac{\partial}{\partial \dot{y}^{a}} .
$$

The complete lift of $Y$ to $T^{*} N, Y^{* c} \in \mathfrak{X}\left(T^{*} N\right)$, is the Hamiltonian vector field associated to the function $\iota Y$, i.e.

$$
i_{Y^{* c}} \omega=\mathrm{d}(\iota Y)
$$

where $\omega$ is the canonical 2-form on $T^{*} N$, defined as $\omega=-\mathrm{d} \theta$ from the Liouville 1-form $\theta=p_{a} \mathrm{~d} y^{a}$. Locally, we obtain

$$
Y^{* c}=Y^{a} \frac{\partial}{\partial y^{a}}-p_{b} \frac{\partial Y^{a}}{\partial y^{b}} \frac{\partial}{\partial p_{a}} .
$$

The vertical lift of $F$ to $T N$ is its pullback to $T N$ by the canonical projection $\tau_{N}: T N \rightarrow N$. We denote it as $F^{v}=\tau_{N}^{*} F$. On the other hand, the vertical lift of $F$ to $T^{*} N$ is the pullback $F^{* v}=\pi_{N}^{*} F$ by $\pi_{N}: T^{*} N \rightarrow N$.

Finally, we recall some different types of symmetries associated to a presymplectic system $(N, \omega, \alpha)$.

In first place, consider the presymplectic equation

$$
\begin{equation*}
i_{Z} \omega=\alpha \tag{12}
\end{equation*}
$$

and the sequence of submanifolds that results of applying the Gotay-Nester algorithm

$$
\cdots \hookrightarrow N_{k} \hookrightarrow \cdots \hookrightarrow N_{2} \hookrightarrow N_{1} .
$$

We use the following notation

$$
\begin{aligned}
& \mathfrak{X}^{\omega}(N)=\{Z \in \mathfrak{X}(N) \mid Z \text { is a solution of }(12)\}, \\
& \mathfrak{X}^{\omega}\left(N_{k}\right)=\left\{Z \in \mathfrak{X}\left(N_{k}\right) \mid Z \text { is a solution of }\left(i_{Z} \omega=\alpha\right)_{\mid N_{k}}\right\} .
\end{aligned}
$$

A dynamical symmetry of $\mathfrak{X}^{\omega}(N)$ (respectively of $\mathfrak{X}^{\omega}\left(N_{k}\right)$ ) is a vector field $Y \in \mathfrak{X}(N)$ (respectively $\left.Y \in \mathfrak{X}\left(N_{k}\right)\right)$ such that

$$
\left.[Y, Z] \in \operatorname{Ker} \omega \quad \text { (respectively }[Y, Z] \in \operatorname{Ker} \omega \cap T N_{k}\right)
$$

for all $Z \in \mathfrak{X}^{\omega}(N)$ (respectively $Z \in \mathfrak{X}^{\omega}\left(N_{k}\right)$ ). In this way, we assure that the flow of $Y$ preserves solutions, i.e. the integral curves of $Z$ are transformed into solutions of the system (see [19]).

A Cartan symmetry of $(N, \omega, \alpha)$ will be a $Y \in \mathfrak{X}(N)$ such that

1. $i_{Y} \omega=\mathrm{d} F$ for some $F: N \rightarrow \mathbb{R}$.
2. $i_{Y} \alpha=0$.
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